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m Streaming Unmixing and Recognition Transducer

Shorter mixtures with more turn-taking Zipformer for efficient sequence modeling
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on high-overlap conditions.
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* Experiments on meeting corpora: LibriCSS, AMI, ICSI

Continuous Streaming Multi-talker ASR * LibriCSS is “simulated”; AMI and ICSI are real meetings

* SURT 2.0 obtains 44.6% and 32.2% WER on real far-field meetings. References
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