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Results

Overview

e Augmented x-vectors outperform i-vectors and unaugmented

e We probe speaker embeddings for information related to the channel, linguistic x-vectors on speaker recognition and related tasks (well known)

content, and meta information (utterance length, augmentation type).

e We analyze why augmentation helps for training x-vector extractors. Speaker recognition
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e All speaker embeddings capture some information related to the
) lexical content in the utterance.
Probing Method
Transcription
e Better classification performance indicates that the embedding 55+ ,;*’\\\ == i-vector
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contains more information.
o Classifier: MLP with single hidden layer (500-dimensional) and ReLLU activation.

\\ X-vector_aug

Speaker-related  Speaker gender, Speaking rate
Channel-related  Session id

Linguistic content Transcription, Word recognition, Phoneme recognition 35 -
Meta-information Augmentation type, Utterance length

Table: Probing tasks
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e Augmentation during extractor training trades some information

N / such as noise type and utterance length for better speaker
N recognition performance.
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Conclusions

e Speaker embeddings contain information related to the channel, linguistic
content, and meta information.

e Augmentation during extractor training trades some of this information
(noise type, utterance length) for more speaker-related information.
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